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Abstract
Wind farms provide a source of clean and renewable energy. However, unlike many industries where machines are operated under more or less static conditions, wind turbines suffer from stochastic loading due to the hourly or seasonal variation of wind speed and direction. The stochastic loading of wind turbines makes their degradation or failure prediction rather complex. This in turn makes the decision-making process of when and what type of maintenance action to undertake very challenging. This paper uses the discrete event system specification (DEVS) to develop a simulation model for wind farm operations and maintenance. The DEVS methodology provides a formal modeling and simulation framework based on dynamical systems theory and allows for hierarchical and modular model construction. We report on implementation results based on historical data that provide useful insights into wind farm operations under two different maintenance strategies, scheduled maintenance and condition-based maintenance. The results show that condition-based maintenance enables more wind power generation by reducing wind turbine failure rates and thus increasing wind turbine available.
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1. Introduction
A wind farm is a grouping of wind turbines used to generate electricity and is usually located at a site having dependable strong winds to maximize power generation. Sometimes wind turbines are stopped during periods of strong wind to prevent catastrophic failure. In the case of wind turbine failure, access to the wind farm can be difficult during harsh weather periods such as winter or storm seasons. Offshore wind turbines are largely affected by stochastic wave climate. The stochastic loading or stress on wind turbines may cause the degradation pattern of each wind turbine to be different. However, most maintenance optimization models in the literature and existing wind farm simulation models are based on average degradation (failure) behavior. Therefore, this problem calls for new models to assist in wind farm operations and maintenance (O&M) decisions to minimize the operational costs while maintaining acceptable levels of power generation.

The mainstream of the current maintenance practice for wind farms is scheduled maintenance (SM). The frequency of SM depends largely on the manufacturer's recommended maintenance program. However, in general wind farm operators carry out SM about twice a year. Despite the regular SM, wind farm operators still have to respond to unanticipated breakdowns, which require unscheduled or corrective maintenance. Unexpected breakdowns usually account for a significant portion of downtime. Considering today's trend toward large-scale wind farms and the long distances from the operation and monitoring centers, wind farm operators want to avoid unnecessary visits by detecting and fixing the problems before any failure occurs. In this regard, many manufacturers have recognized the benefits of condition-based maintenance (CBM) and,
accordingly, most modern turbines are equipped with condition monitoring equipment with many sensors to help detect incipient catastrophic failures. Furthermore, condition monitoring equipment enables more effective maintenance planning and reduces the downtime involved in carrying out maintenance activities.

A viable approach towards addressing the difficult problem of wind farm O&M planning is modeling and simulation (M&S). In this work we use the discrete event M&S approach to build a generic simulation model for a wind farm for predicting wind turbines’ states and assessing the maintenance actions. The simulation model is composed of all of the critical component models for a wind farm: a wind turbine model with a degradation model and power generation model, a condition monitoring sensor model, a component state evaluation model, a wind model, and a maintenance model.

We use the discrete event system specification (DEVS) formalism\(^1\) to derive the models that can be tailored to any real wind farm. DEVS is a formal M&S framework based on dynamical systems theory. We chose to use DEVS because it provides well-defined concepts for coupling components, hierarchical and modular model construction and an object-oriented substrate supporting repository reuse. Furthermore, the modular construction ability of DEVS allows the modeler to design and construct each model independently for optimum efficiency. The models can interact with each other by adhering to well-defined protocols.

Since the simulation model we propose includes many critical aspects of wind farm operations, a broad array of potential applications can be developed on this simulation platform. For example, the simulation can be used for studying wind farm site viability,\(^3\) grid connection, evaluation of the generation adequacy of wind power systems,\(^4\) wind power system reliability analysis,\(^5, 6\) etc.

The rest of this paper is organized as follows. In Section 2 we review closely related work. In Section 3 we discuss model abstraction for wind farm simulation. We present DEVS models of wind farm simulation components in Section 4. We also present the overall hierarchical structure and operation of the wind farm simulation. We discuss a computer implementation and application of the simulation model to a real setting in Section 5 and end the paper with some concluding remarks and directions for further research in Section 6.

2. Related work

There have been several simulation studies regarding wind farm operations. First, we present the simulation studies directly related to wind farm O&M. Rademakers et al.\(^7\) describe a Monte Carlo simulation model for operations and maintenance of offshore wind farms, developed by Delft University of Technology (TU-Delft). They illustrate the features and benefits of the model by a case study of a 100 MW wind farm. The model simulates the operations and maintenance aspects over a period of time by considering several critical factors for performing repair actions such as turbine failures and weather. The failures of turbine components are generated stochastically, based on the relevant statistics such as mean-time-to-failure (MTTF) and reliability distributions. Also, weather conditions are realized with the given summer and winter storm percentages at the specific site. The model only considers corrective maintenance, and the simulation results indicate that the revenue losses account for 55% of the total maintenance costs, mainly due to the long lead time to prepare parts and the long waiting time until favorable weather conditions are met for repair jobs. Similar studies can be found in the works of Rademakers et al.,\(^2\) Van Bussel\(^8\) and Hendriks et al.\(^9\).

The above-described models do not consider a degradation status for each component of a wind turbine. However, Mcmillan and Ault\(^10\) use a Monte Carlo Simulation to quantify the cost-effectiveness of condition monitoring equipment, and compare the performance of two contrasting maintenance polices, that is, SM and CBM. They employ several probabilistic models to introduce uncertainties. For example, Markov models are used to represent component degradation behavior. In their simulation model, it is assumed that the condition monitoring equipment exactly reveals the degradation status of each component. They also consider weather constraints when performing repair actions. The results over various scenarios with different wind profiles, downtime durations and replacement costs show the economic benefits of CBM versus SM for onshore turbines.

Simulation is also used for evaluation of various O&M approaches. Andrawus et al.\(^11\) suggest the optimal replacement time for each component of a wind turbine using statistical approaches and evaluate the suggested strategy by Monte Carlo simulation. In their study, the Weibull distribution is used to model the failure pattern of each component before deciding on the optimal replacement cycle for each component. According to their case studies of 600 kW horizontal axis turbines, to minimize total maintenance costs, the gearbox should be replaced every six years and the generator every three years. They assess the reliability, availability and maintenance costs by simulating a wind farm with 26 turbines over a period of four years using a commercial software called ReliaSoft BlockSim-7.\(^12\) Similarly, Hall and Strutt\(^13\) also develop probabilistic failure models for component reliability using Monte Carlo simulation combined with statistical analysis.

There is another group of studies which are not specific to wind farm O&M, but from which we could gain...
insights about reliability and cost issues of wind energy under the framework of the whole electric power system. These studies also provide the broad applicability of the presented simulation model to other classes of problems associated with wind power operations. Karki and Billinton\textsuperscript{4} use a Monte Carlo simulation to help determine appropriate wind power penetration in an existing power system from both reliability and economic aspects. The overall power generating system is divided into subsystems of wind turbine generators and conventional generators. In simulating wind speeds to determine the generated power from the wind turbines, they use an autoregressive moving average (ARMA) time series model. A simple failure model is considered in this study, that is, the time to failure of each generator including wind turbines and conventional generators is assumed to be exponentially distributed and the MTTF of each generator is obtained from historical data. Based on the case study on a typical small power generating system, the authors present the procedure to help determine an appropriate wind penetration level in a power system with both reliability and cost criteria. Karki and Patel\textsuperscript{5} later extend the study to determine appropriate transmission line size and evaluate the reliability of the combined wind generation and transmission systems. Several other studies also use Monte Carlo simulation to evaluate the reliability and/or availability of power generation including wind power.\textsuperscript{14,15,16} For a detailed review of recent reliability assessment studies on wind power, we refer the reader to Wen et al.\textsuperscript{6}.

In addition to the simulation studies, recently several analytical models have been proposed to investigate the advantages of CBM for wind farms. Although these models are not based on simulation, they provide insights on how condition monitoring information can be utilized. Byon et al.\textsuperscript{17} examine optimal repair strategies for wind turbines operated under stochastic weather conditions. The problem is formulated as a partially observed Markov decision process for cost-effective sequential decision-making. Several unique factors in wind turbine operations, such as weather effects, long lead time to assemble maintenance crew and parts upon unanticipated failures, and the corresponding revenue losses are considered. Nilsson and Bertling\textsuperscript{18} present an asset life cycle cost analysis to discuss the benefits of condition monitoring with a case study of two actual wind farms. They break down the entire maintenance costs into several cost components including corrective maintenance costs, preventive maintenance costs, installment and operating costs of condition monitoring equipment, and then examine the cost reduction by utilizing condition monitoring information.

Discrete event modeling and simulation\textsuperscript{1,19} is an operational research technique that has been used in the past to study the characteristics of many applications. Despite the benefits of discrete event simulation, the studies using discrete event simulation are scarce in wind farm simulation studies as depicted by our literature review. The contributions of this work include, to the best of our knowledge, the first discrete event simulation model for wind farm operations. The simulation model also belongs to the category of Monte Carlo simulation in a sense that it uses random number generators to characterize the stochastic aspects of wind farm operations. One of the main differences of the previous work from the proposed model is that in the existing models time evolution is not important and the models focus on obtaining estimates for performance measures. In contrast, our model considers dynamic wind turbine state changes as a result of stochastic events to enable us to gain detailed insights into the lifetime evolution of wind turbine systems in addition to gathering performance measures.

The current simulation models are generally oversimplified without sufficient granularity representing wind farm operations. In general, the condition of each wind turbine component is not considered in the literature except in the work of Mcmillan and Ault.\textsuperscript{10} Also, most studies assume independence among wind turbines in terms of power generation, while in actuality there is high dependency. This is because there is a spatial correlation of wind speeds at wind turbine sites and wind turbines at different elevations produce different amounts of power. The morphology of the terrain where wind farms are located should also be considered in wind farm simulations. Our simulation model considers all the above-mentioned factors and represents actual wind farm operations with sufficient details and provides interesting insights into the stochastic behavior of wind power systems. Detailed descriptions of the simulation model are presented in the next section.

3. Simulation model abstraction and performance measures

In order to build a simulation model of a wind farm, we need to consider all the critical components associated with wind farm operations and maintenance. This includes a model of the condition-based monitoring system for the wind farm. In this section, we address model abstraction and performance measures for wind farm operations and maintenance, and derive the DEVS models of the components in Section 4.

3.1. Model abstraction

We consider model abstraction for the following wind farm operations and maintenance models: a power generation model, a wind speed model, a wind turbine with
component degradation model, a sensor model, a smart sensor model, a state evaluation model, and a maintenance model.

**Power generation model.** Power generated from wind turbines mainly depends on wind speed and can be calculated using a power curve as shown in Figure 1. Wind turbines are designed to start generating power at the cut-in wind speed $V_{ci}$. The power output increases nonlinearly as the wind speed increases from the cut-in wind speed to the rated wind speed $V_r$. However, at higher wind speeds than the cut-out wind speed $V_{co}$ turbines are shut down to avoid damage to the structure due to excessive mechanical loads. These parameter values depend on the type of wind turbine and are usually specified by the wind turbine manufacturer.

According to Karki and Patel, the mathematical relationship between the wind speed $V$ and the generated power $P$ can be given as

$$P = \begin{cases} 0, & \text{if } 0 \leq V < V_{ci} \\ P_r, & \text{if } V_{ci} \leq V < V_r \\ 0, & \text{if } V_r \leq V < V_{co} \\ \frac{V_r}{V_r}, & \text{if } V_{co} \leq V \end{cases}$$

(1)

where $P_r$ is the rated power output of the wind turbine. The parameters $a$, $b$, and $c$ in Equation (1) are obtained from the following equations:

$$a = \frac{1}{(V_{ci} - V_r)^2} \left[ V_{ci}(V_{ci} + V_r) - 4V_{ci}V_r\left(\frac{V_{ci} + V_r}{2V_r}\right)^3 \right]$$

(2)

$$b = \frac{1}{(V_{ci} - V_r)^2} \left[ 4(V_{ci} + V_r)\left(\frac{V_{ci} + V_r}{2V_r}\right)^3 - 3V_{ci} + V_r \right]$$

(3)

$$c = \frac{1}{(V_{ci} - V_r)^2} \left[ 2 - 4\left(\frac{V_{ci} + V_r}{2V_r}\right)^3 \right]$$

(4)

**Wind speed model.** When anemometers are installed inside turbines, wind speed models at turbine locations can be built using temporal models. However, when wind speeds are measured at stations near wind turbine sites, the spatial correlations between wind speeds at the stations and those at the wind turbine sites have to be considered. The latter case happens when evaluating a new wind farm site where the wind speeds are not available but the wind speeds at the stations near the target wind farm site are available. This is also true when wind turbines do not have anemometers, which can be encountered often in old, small-sized wind turbines. A spatio-temporal model that considers both temporal and spatial variations of wind speeds is required in this case.

In this paper we develop a spatio-temporal model in a hierarchical manner to generate synthetic sequences of wind speeds at turbine locations. This hierarchical construction makes the model flexible so that when the wind speeds are available at the turbine site one only needs the temporal model. The generated sequences should represent possible realizations of wind speeds at the turbine sites. Therefore, each of the components included in a spatio-temporal model has a physical interpretation and includes diurnal cycle, yearly seasonality, and the spatial variations among different locations.

First, a time series model is constructed at each station which measures wind speeds on a regular basis. In the model, diurnal cycle and yearly seasonality are modeled using Fourier series. Let us denote the wind speed at time $t$ at station $x_i$, $i = 1, 2, \ldots, I$, by $S_i(x_t)$. Then, $S_i(x_t)$ at each station, $i = 1, \ldots, I$, can be modeled as follows:

$$S_i(x_t) = \alpha^i_0 + \sum_{d=1}^{n_d} \left[ \beta^i_{1d} \sin\left(d\frac{2\pi t}{\omega_d}\right) + \beta^i_{2d} \cos\left(d\frac{2\pi t}{\omega_d}\right) \right]$$

$$+ \sum_{s=1}^{n_s} \left[ \gamma^i_{1s} \sin\left(s\frac{2\pi t}{\omega_s}\right) + \gamma^i_{2s} \cos\left(s\frac{2\pi t}{\omega_s}\right) \right] + \epsilon^i_t$$

(5)

In Equation (5), the first term $\alpha^i_0$ is the average wind speed and the second term $\beta^i_{1d} \sin(d2\pi t/\omega_d) + \beta^i_{2d} \cos(d2\pi t/\omega_d)$ is known as the $d$th harmonic to represent the diurnal cycle, where $\omega_d$ is the number of wind speed measurements during a day. Similarly, $s$ in the third term $\gamma^i_{1s} \sin(s2\pi t/\omega_s) + \gamma^i_{2s} \cos(s2\pi t/\omega_s)$ is the $s$th yearly harmonic to represent yearly seasonality, where $\omega_s$ is the number of measurements during a year. In many environmental studies, $n_d$ and $n_s$ are typically set to values of 1 or 2. The parameter $\epsilon^i_t$ in (5) is a stochastic
component of the time series model, which can be formulated as the following autoregression and moving average (ARMA) model:

$$e_t^i - \sum_{p=1}^{P} \phi_p^i e_{t-p}^i = \alpha_t^i - \sum_{q=1}^{Q} \theta_q^i \alpha_{t-q}$$

(6)

where \(e_t^i\) is an independent and identically distributed random variable with distribution \(N(0, \sigma^2)\). The appropriate degree \((P, Q)\) of the ARMA model can be selected by the Akaiki information criterion (AIC) or the Bayesian information criterion (BIC).

The wind speed at a turbine site \(x\) at time \(t\), denoted \(W_t(x)\), can be generated considering the spatial correlations between the stations and wind turbine sites, using a spatial model, called Kriging. Suppose that wind speeds at the stations \(S_t(x_1), \ldots, S_t(x_I)\) are simulated (or observed) at spatial locations \(x_1, \ldots, x_I\) at time \(t\). Then, the wind speed at a wind turbine site \(x\) at time \(t\) is given by

$$W_t(x) = \sum_{j=1}^{J} \phi_j f_j(x) + r^T R^{-1} (S_t - \varphi \cdot e)$$

(7)

where \(f_j(x)\), \(j = 1, \ldots, J\), are known regression functions taking spatial locations \(x\) as input. In this study, simple Kriging is used with \(\sum_{j=1}^{J} \varphi_j f_j(x) = \varphi\), which is constant. \(S_t = [S_t(x_1), \ldots, S_t(x_I)]\) is the \(I \times 1\) matrix, each element of which denotes a wind speed at each station at time \(t\), and \(e = [1, 1, \ldots, 1]^T\) is a \(1 \times 1\) vector. \(R\) is the correlation matrix between the wind speeds at the stations, whose \((k, l)\)th element is as follows:

$$R(x_k, x_l) = \exp\{- \sum_{u=1}^{U} [(x_{ku} - x_{lu})/\nu_u^\psi]\}$$

(8)

Here, \(U\) is the dimension of \(x_i\), \(i = 1, \ldots, I\), and \(R(k, l)\) denotes the correlation function between two locations, \(x_k = [x_{k1}, \ldots, x_{kI}]^T\) and \(x_l = [x_{l1}, \ldots, x_{lI}]^T\), \(k, l = 1, \ldots, I\). \(\psi\) is the shape parameter representing the correlation function shape, whereas \(\nu_u\) is the scale parameter denoting the effect of distance in each dimension \(u, u = 1, \ldots, U\). Finally, \(r = [R(x, x_1), \ldots, R(x, x_I)]^T\) in (7) is a \(I \times 1\) dimensional vector, each element of which reflects the correlation between the wind turbine site and the station.

Note that \(W_t(x)\) in (7) is the estimated wind speed at the anemometer height. If the anemometer height does not coincide with the turbine hub height, the wind speed has to be scaled based on the turbine hub height. There are different formulas for the wind speed adjustment, among which the following wind power law has been recognized as a useful tool to transfer the anemometer data to the desired hub center in many studies:

$$W^H_t(x) = W_t(x) \left(\frac{z}{z_0}\right)^\alpha$$

(9)

where \(W^H_t(x)\) is the wind speed at anemometer height \(z\) at turbine location \(x\) and \(W_t(x)\) is the wind speed at hub height \(z_0\) from Equation (7). The parameter \(\alpha\) is a wind speed power law coefficient, whose value mainly depends on the local geographical terrain.

Wind turbine components with degradation model.

Although there are different designs of wind turbines, they share basic common features and the names of the components are general. Figure 2 shows the different components of a wind turbine. A wind turbine consists of a tower, two or three-bladed rotors, and a nacelle which houses several critical components such as the drive train, gearbox, generator, and the electrical system.

There are several mathematical models to represent component degradation. In this study, a Markov model is applied because of its flexibility and popularity in many applications including the modeling of the devices used in power systems. In a Markov model, the degradation status, or system condition, is divided into a finite number of states, 1, 2, \ldots, \(J\), where 1 indicates the best condition and \(J\) is the worst deteriorated operational status. Conceptually, \(J\) can be any number. In this study, four different states are considered, namely, 'normal', 'alert', 'alarm', and 'failed'. In a
Markov model, the probability that the system condition moves from the current state to any other state during a fixed time is assumed to be constant. Suppose that the transition probability from state $i$ to state $j$ is $p_{ij}$. Then, the transition matrix $P = [p_{ij}]_{i,j=1,...,J}$ represents the Markovian deterioration process of the component.

**Sensor model.** There are several techniques to detect abnormal system behavior based on sensor information, among which vibration analysis is the dominant condition monitoring technique used for gearbox fault detection. Other techniques include debris analysis, oil condition analysis, etc. Although these techniques have been proved to be reliable and accurate in fault diagnosis, there are still problems of measurement noises, and the problem that a specific value of monitoring data could be coming from different conditions of the target system. More importantly, the fault diagnosis based on sensor measurements is non-trivial because wind turbines operate under non-steady and irregular operating conditions. Therefore, one cannot conclude the exact state of the system from sensor measurements, but should estimate the state in a probabilistic sense.

The hidden Markov model (HMM) has been widely used to reflect the incomplete information from a sensor well and, thus, HMM is adopted in this study. In a regular Markov model, the state is directly visible to the observer. However, in a HMM, the state is not directly visible, but output (here, sensor output) dependent on the state is visible. Suppose that one can categorize the sensor results into a finite number of outputs, $k = 1, 2, \ldots, K$. Then, the probability of getting sensor output $k$ when the current state is $j$ is $b_j(k)$, where $\sum_{k=1}^{K} b_j(k) = 1$ for each $j$. Therefore, the sequence of sensor outputs generated by a HMM gives information about the system degradation in a probabilistic sense. Figure 3 illustrates the basic idea of HMM.

**State evaluation model.** A system state can be evaluated based on sensor streams. Let us denote the current system state by $Z_t$ at time $t$. Based on sensor streams, the system state $Z_t$ can be estimated using the Viterbi algorithm. Given the sequences of sensor outputs, $k_1, \ldots, k_t$ over time up to time $t$, the algorithm proceeds as follows:

1. **Initialization:** Set $\alpha_1(j) = \pi_j b_j(k_1), \forall j \in \{1, 2, \ldots, J\}$.
2. **Recursion:** For, $2 \leq n \leq t$, compute $\alpha_n(j) = \max_i\{\alpha_{n-1}(i)p_{ij}b_j(k_n)\}, \forall j \in \{1, 2, \ldots, J\}$.

Then, the estimated current state $\hat{Z}_t$ is given by

$$\hat{Z}_t = \text{argmax}_{j \in \{1, 2, \ldots, J\}} \{\alpha_t(j)\}$$

**Smart sensor model.** In general, the above-described sensors are relatively cheap but may be unreliable. In practice, there are different means to evaluate the exact deterioration level of a component of a system. The most common way is to dispatch a maintenance crew to conduct an on-site inspection. With emerging of new sensor technology, more advanced sensors (e.g., high-speed imaging or mobile acoustic sensors) can be invoked to carry out a follow-up investigation upon the initial sounding of alerts or alarms. Regardless of which mechanism is used, the follow-up investigation is usually much more expensive (and more accurate). Collectively, we refer to this observation mode as the ‘Smart Sensor’. We assume that once a ‘Smart Sensor’ is invoked, the system state can be revealed with certainty. In our model, we set the cost to invoke smart sensors to be about 10% of the corrective maintenance costs according to the suggestions of our industry partners.

**Maintenance model.** Two different maintenance approaches are implemented in the simulation model: scheduled maintenance (SM) and condition-based maintenance (CBM). We consider an SM model that reflects current maintenance practices. Wind farm operators usually carry out SM twice a year in low wind speed seasons. Following the industry practice, SM is set to

![Figure 3. Illustration of the hidden Markov model.](image-url)
be performed in the Spring and Fall seasons in our simulation model. The second model is a CBM model, which implements the condition-based preventive maintenance strategy. Modern wind turbines are equipped with automated alarm call-out systems inside condition monitoring equipment so that when a sensor signal exceeds a certain threshold an alarm is sent to a wind farm operator by fax, pager, simple message service (SMS), or email. In our simulation model, when the estimated state of a component is the alarm state, the alarm message is sent to the operation center. Then, smart sensors are invoked to evaluate the system conditions exactly. When the actual system state that the smart sensors report is equal to the alarm state, then preventive maintenance is carried out. In both maintenance strategies, unplanned failures are not completely avoidable. When a wind turbine fails before SM or preventive maintenance, wind farm operators carry out corrective maintenance. In this case, one should consider a substantial lead time for organizing maintenance crews and spare parts. It can take several weeks for a component such as a gearbox to be delivered. This considerable lead time after a failure significantly affects the downtime and, accordingly, revenue losses, because a failed turbine cannot generate power. Furthermore, the cost for corrective maintenance is much higher than that for preventive maintenance. Sometimes maintenance actions are constrained by adverse weather conditions. For example, during wind speeds higher than 10 m/s, lifting the roof of the nacelle is not allowed. Even climbing up the turbines is not allowed under high wind speeds of more than 20 m/s. Therefore, repair actions cannot be carried out under these harsh weather conditions. Also, when the weather becomes adverse after the crew has started repairing actions, the crew must stop work and wait until weather conditions become favorable. These delays cause revenue losses because wind turbines cannot be operated until the repairs are completed. In our simulation model, we assume that maintenance actions are carried out only when wind speeds are less than 10 m/s.

### 3.2. Performance measures

There are four performance measures commonly considered in the literature for evaluating wind farm O&M strategies. The first performance measure is the capacity factor. The capacity factor quantifies the productivity of a wind turbine. It compares a wind turbine’s (or a wind farm’s) actual production over a given period of time with the amount of power the turbine (or wind farm) would have produced if it had run at full capacity for the same amount of time. Let \( P_{\text{actual}} \) denote the actual amount of power produced over a given time period and let \( P_{\text{ideal}} \) denote the amount of power that would have been produced at full capacity. Then capacity factor can be expressed as the ratio \( P_{\text{actual}} / P_{\text{ideal}} \). Capacity factors are typically in the range 0.25 to 0.40, although higher capacity factors may be achieved during windy seasons.

The second performance measure is availability of wind turbines. Availability refers to the percentage of time a wind turbine is available to generate power and is not out of service or under repair. The third performance measure is number of failures in a given time period. This is an important factor for measuring the reliability of a wind turbine. The fourth performance measure is maintenance cost. In the simulation average maintenance cost over a given time period is computed to quantify the effectiveness of the two maintenance strategies, SM and CBM. Maintenance cost accounts for a significant portion of the total wind farm operational cost. The four performance measures are summarized in Table 1.

### 4. DEVS atomic and coupled models

Let us now turn to deriving DEVS atomic and coupled models for the DEVS wind farm simulation. These models provide the basic building blocks for the overall wind farm simulation model. We chose the DEVS formalism to build models that can be tailored to any wind farm due to DEVS’s well-defined concepts for coupling components, hierarchical and modular

---

**Table 1. Performance measures for the wind farm simulation model**

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Capacity factor</td>
<td>Ratio of the amount power generated by the wind farm and the power generated when it is at full capacity over a given period</td>
</tr>
<tr>
<td>2. Availability</td>
<td>Percentage of time the wind farm is available for generating power over a given period</td>
</tr>
<tr>
<td>3. Number of failures</td>
<td>Number of times a turbine fails over a given period</td>
</tr>
<tr>
<td>4. Maintenance cost</td>
<td>Cost of performing maintenance over a given period</td>
</tr>
</tbody>
</table>
model construction, and its object-oriented approach supporting repository reuse. We follow a bottom-up approach by first deriving atomic models, coupling them to create coupled models, and then coupling the coupled models to create an overall simulation model. Before presenting the models, we first provide some preliminaries on DEVS. The reader familiar with DEVS can skip Section 4.1 without loss of continuity in the discussion.

4.1. DEVS preliminaries

Parallel DEVS\(^1\) follows a hierarchical approach to building complex models from the basic models called atomic models. DEVS has a well-defined concept of component coupling. Atomic models are coupled to form coupled (composite) models. In DEVS coupled models are treated as components via the property of closure under coupling, which enables the hierarchical model composition construct. An atomic model possesses input and output ports through which all interactions with the environment are mediated and it has to be in a defined state at any given time. The input ports allow the atomic model to receive external events arising outside the model. Coupling is done by joining the output of one atomic model to the input of another to enable communication between models. The description of the internal workings of the model determines how the model responds to external events. The internal events arising within the model can change its state and manifest themselves as events on the output ports to be transmitted to other models. Parallel DEVS allows for all imminent atomic models to be activated so that they can send their outputs to other components of the system. We now provide the mathematical description of a parallel DEVS model.

Let us denote by \( M \) an atomic model with a set of input ports \( I_Ports \), a set of input values (events) \( X_p \), a set of output ports \( O_Ports \), and a set of output values (events) \( Y_p \). Let \((p, v)\) denote the port–value pair. Then a basic parallel DEVS is a structure defined as follows:

**DEFINITION 4.1.**

\[
\text{DEVS} = (X_M, Y_M, S, \delta_{\text{ext}}, \delta_{\text{int}}, \delta_{\text{con}}, \lambda, \tau_a)
\]

where

\[
X_M = \{(p, v) \mid p \in I_Ports, v \in X_p\}
\] is the set of input ports and values, where \( I_Ports \) is the set of input ports;

\[
Y_M = \{(p, v) \mid p \in O_Ports, v \in Y_p\}
\] is the set of output ports and values;

\( S \) is the set of sequential states;

\[
\delta_{\text{ext}} : Q \times X_M^b \rightarrow S
\]

is the external transition function, where \( X_M^b \) is a set of bags over elements in \( X_M \) and \( Q \) is the set of total states;

\[
\delta_{\text{int}} : S \rightarrow S
\]

is the internal state transition function;

\[
\delta_{\text{con}} : Q \times X_M \rightarrow S
\]

is the confluent transition function;

\[
\lambda : S \rightarrow Y_M^b
\]

is the output function;

\[
\tau_a : S \rightarrow R_{\geq 0}^+
\]

is the time advance function; and

\[
Q := \{(s, e) \mid s \in S, 0 \leq e \leq \tau_a(s)\}
\]

is the set of total states, where \( s \) is the state and \( e \) is the elapsed time.

Parallel DEVS has the ability to handle multiple inputs and uses a bag to store the inputs. A bag is a set with possible multiple occurrences of its elements.

According to Definition 4.1, at any time the system is in some state \( s \) and if no external events occur the system will remain in its current state for a time \( \tau_a(s) \in [0, \infty] \). When this time expires the system outputs the value \( \lambda(s) \), and transitions to a state \( s' = \delta_{\text{int}}(s) \). In DEVS an output is only possible after an internal transition. If an external event \( x \in X_M \) occurs when the system is total state \((s, e)\) with \( e \leq \tau_a(s) \), the system changes to state \( s' = \delta_{\text{ext}}(s, e, x) \). The external transition function determines the new state when an external event occurs while the internal transition function determines the new state when no events occur since the last transition. The confluent function decides the next state in cases when there is an external event exactly when an internal transition has to occur.

To construct models from components (DEVS models), the DEVS specification includes the external interface, the components, and the coupling relations. Let \( EIC \), \( EOC \), and \( IC \) denote the external input coupling, external output coupling, and internal coupling, respectively. Then a coupled model \( N \) can be defined mathematically as follows:

**DEFINITION 4.2.**

\[
N = (X, Y, d, \{M_d \mid d \in D\}, EIC, EOC, IC)
\]

where

\[
X = \{(p, v) \mid p \in I_Ports, v \in X_p\}
\]

is the set of input ports and values and

\[
Y = \{(p, v) \mid p \in O_Ports, v \in Y_p\}
\]

is the set of output ports and values. \( D \) is the set of component names, and for each \( d \in D \),
$M_d = (X_d, Y_d, S, \delta_{ext}, \delta_{int}, \delta_{con}, \lambda, \tau_d)$

is a DEVS model with

$$X_d = \{ (p, v) \mid p \in IPorts_d, v \in X_p \}$$

and

$$Y_d = \{ (p, v) \mid p \in OPorts_d, v \in Y_p \}$$

The external input coupling, $EIC$, connects external inputs to component inputs:

$$EIC \subseteq \{ ((N, ip_N), (d, ip_d)) \mid ip_N \in IPorts, d \in d, ip_d \in IPorts_d \}$$

The external output coupling, $EOC$, connects external outputs to component outputs:

$$EOC \subseteq \{ ((N, op_N), (N, op_N)) \mid op_N \in OPorts, d \in d, op_d \in OPorts_d \}$$

Lastly, the internal coupling, $IC$, connects component outputs to component inputs:

$$IC \subseteq \{ ((a, op_a), (b, ip_b)) \mid a, b \in d, op_a \in OPorts_a, ip_b \in IPorts_b \}$$

Finally, DEVS does not allow for an output port of a component to be connected to an input port of the same component. Thus, in DEVS ($((a, op_a), (b, ip_b)) \in IC$ implies $a \neq b$). In other words, no direct feedback loops are allowed for each component.

### 4.2. Atomic models

The DEVS wind farm simulation model we propose comprises the models abstracted in Section 3.1. Specifically, we derive the following atomic models: Power Generator (PWRGEN), Component Degradation (CMPDEG), Wind Generator (WGENR), Sensor (SENSR), Smart Sensor (SSENSR), State Evaluation (STEVAL), Maintenance Scheduler (MSCHEDR), Maintenance Generator (MGENR), and Transducer (TRANSD).

PWRGEN models electrical power generation based on wind speeds from the WGENR atomic model. The amount of power generated at any given time is calculated using a power curve of the form given in Equation (1) as described in Section 3.1. The WGENR atomic model generates wind speeds calculated using the spatio-temporal wind model described in Equations (5)–(9). CMPDEG models the degradation or deterioration process of wind turbine components.

SENSR and SSENSR models unreliable sensor and smart sensor behavior, respectively, as described in Section 3.1. The STEVAL atomic model is responsible for estimating the actual state of a wind turbine gearbox based on the sensor information from SENSR. This is done based on the hidden Markov model described in Section 3.1. MSCHEDR models the two types of maintenance strategies, SM and CBM, described in Section 3.1. The MGENR atomic model is responsible for generating the actual maintenance actions (e.g. dispatching a maintenance crew) based on the maintenance schedules created by MSCHEDR. Finally, TRANSD is in charge of computing the performance measures presented in Section 3.1 and statistical parameters of interest (e.g. number of wind turbine gearbox failures) during the simulation run.

**Power Generator (PWRGEN) atomic model.** The PWRGEN atomic model has several basic states: off_normal, off_normal_waiting, on_normal, off_alert, off_alert_waiting, on_alert, off_alarm, off_alarm_waiting, on_alarm, failed, and report_status. We consider a PWRGEN with the input and output ports as shown in Figure 4. The model has seven basic input ports, namely, ‘turb_on_off’, ‘wind_in’, ‘deg_on_off’, ‘corr_mnt’, ‘prev_mnt’, ‘obsv’, and ‘req_status’.

The operation of the PWRGEN atomic model is depicted in Figure 5. The model is initialized in the off_normal state. When an input is received on the ‘turb_on_off’ input port, the wind speed at the current location is verified. A transition to the on_normal state occurs if the current wind speed is within the thresholds specified for the proper operation of the turbine. If the current wind speed is outside the thresholds, the model transitions to the off_normal_waiting state. Messages received on the ‘wind_in’ input port will notify changes in the wind speed. A transition from the off_normal_waiting state to the on_normal state occurs when the wind speed satisfies the thresholds required for wind turbine operation. If an input is received on the ‘prev_mnt’ input port or on the ‘turb_on_off’ input port when the model is in the on_normal state, a transition to off_normal state occurs.

A transition from the on_normal state to the on_alert state occurs if a message is received on the ‘deg_on_off’ input port containing a component degradation information of alert (or type 1). When in the on_alert state,
the model transitions to the off_alert_waiting state if the wind speed goes out of the specified thresholds, or to the off_alert state if the component is turned off or if preventive maintenance has to be performed. In the case when preventive maintenance is performed, the model transitions from the off_alert to the off_normal state upon completion of maintenance.

A transition to the on_alarm state occurs if the model is in the on_normal or on_alert state and a message is received on the ‘deg_in’ input port containing a component degradation information of alarm (or type 2 or type 4). When in the on_alarm state, the model transitions to the off_alarm_waiting state if the wind speed goes out of the specified thresholds, or it transitions to the off_alarm state if the component is turned off or if preventive maintenance has to be performed. In the case when preventive maintenance is performed, the model transitions from the off_alarm state to the off_normal state upon completion of maintenance.

A transition to the failed state occurs if the model is in one of the following states: on_normal, on_alert, or on_alarm; a message is received on the ‘deg_in’ input port containing a component degradation information of failed (or type 3, type 5, or type 6).

The model transitions from the failed state to the off_normal state when a message is received on the ‘corr_mnt’ input port indicating that the turbine has been fixed because corrective maintenance has been performed. When a message is received on the ‘req_status’ input port the model transitions to the report_status state and remains in this state for a short time interval (STI). Once this STI has elapsed, the model transitions to the state it was in before receiving the message.

The PWRGEN atomic model has three output ports, namely, ‘pwr_out’, ‘deg_on_off’, and ‘status_out’. The ‘pwr_out’ output port is used to notify the amount of power generated by the turbine during a period of time. A message is sent using the ‘deg_on_off’ output port

Figure 5. The PWRGEN state transition diagram.
when the turbine is turned off. This message will turn off other components that are linked to this model. The ‘status_out’ output port is used to report the status of the turbine when requested by the smart sensor. A mathematical expression of the PWRGEN atomic model in parallel DEVS is given in Appendix A.

Component Degradation (CMPDEG) atomic model. CMPDEG is a model of a critical component of a wind turbine and in our case represents the degradation of a wind turbine gearbox. This atomic model has six basic states: passive, active, passive_wind, report_status, report_deg, and passive_service. CMPDEG is always coupled to a PWRGEN atomic model to create the wind turbine (WTURBINE) coupled model. The couplings between these two models are discussed next under the WTURBINE coupled model. CMPDEG has three input ports, namely, ‘wind_on_off’, ‘main_on_off’, and ‘manual_on_off’. Figure 6 shows the input and output ports for the model, while its operation is depicted in Figure 7.

CMPDEG is initialized in the passive state. If an input is received on the ‘manual_on_off’ input port, the model transitions to the active state. Once in the active state, three things can happen. First, a message received at the ‘wind_on_off’ input port will indicate that the component has to be turned off due to the current wind speed being above the threshold. In this case the model transitions to the passive_wind state. Second, a transition to the report_status state occurs when a predetermined large time interval (LTI) has elapsed. The report_status state is used to report the current component status to the sensors. Third, a change in the status of the model due to degradation will take the model to the report_deg state. The model will transition to the passive_service state if it is in the active or passive_wind state and a message is received on the ‘maint_on_off’ port. When maintenance is completed the model returns to its initial passive state.

The CMPDEG model has two output ports, namely, ‘deg_out’ and ‘status_out’. The first output port is used to send messages to the PWRGEN atomic model when a status change occurs. The second output port is used to report the current state of the component to the

![Figure 6. The CMPDEG atomic model.](image1)

![Figure 7. The CMPDEG state transition diagram.](image2)
sensors. A mathematical expression of the CMPDEG atomic model in parallel DEVS is given in Appendix A.

4.3. Coupled models

We couple the four atomic models, PWRGEN, CMPDEG, SENSR, and STEVAL, to create a Wind Turbine (WTURBINE) coupled model. A collection of several WTURBINE coupled models forms the Wind Farm (WF) coupled model. We couple MSCHEDR and MGENR to create an Operation and Maintenance (OPMNT) coupled model. Similarly, we couple WGENR and TRANSD to create an Experimental Frame (EF). Finally, we couple the three coupled models, WF, OPMNT, and EF, to form the DEVS wind farm simulation model. Due to space limitations, we now provide details on two atomic models, PWRGEN and CMPDEG, to illustrate the derivation of the atomic models. We present the mathematical expressions of the two atomic models in parallel DEVS in Appendix A for the interested reader for testing and verification purposes. We omit detailed descriptions of the rest of the atomic models and instead provide descriptions of the three coupled models, WF, OPMNT, and EF, using block diagrams. We end this section with a system entity structure (SES) to provide a summary of the hierarchical structure and possible structures of the DEVS wind farm simulation model.

**Wind Turbine (WTURBINE) coupled model.**

WTURBINE is a coupled model comprising the PWRGEN and CMPDEG atomic models. Figure 8 gives the block diagram for the WTURBINE coupled model showing the input and output ports. Five input ports are defined for this coupled model, namely, ‘on_off’, ‘wind_speed’, ‘observation’, ‘corrective_mnt’, and ‘preventive_mnt’. The atomic models communicate using two internal couplings (ICs). Information is passed to the CMPDEG model when the PWRGEN is turned off (on). Every time the PWRGEN atomic model is turned off, the CMPDEG atomic model is turned off as well. The CMPDEG atomic model notifies the PWRGEN atomic model about changes in the component’s degradation status. Recall that if degradation occurs PWRGEN transitions from the *normal* to the *alert* state. The three output ports in Figure 8, namely, ‘pwrgen_status_out’, ‘comp_status_out’, and ‘power_out’, are used to report the status and performance of WTURBINE.

**Operation and Maintenance (OPMNT) coupled model.**

OPMNT is a coupled model formed by coupling the MSCHEDR and MGENR atomic models. Figure 9 shows the block diagram for a OPMNT coupled model. One input port is defined for this coupled model, namely, ‘status_in’. The MSCHEDR atomic model communicates with the MGENR atomic model by using one IC. Information is passed to the MGENR atomic model when a maintenance procedure is scheduled. MGENR uses the information to generate maintenance jobs at the scheduled times.

**Experimental Frame (EF).**

The experimental frame is one of the most important components of the simulation model because it is used to define the experiment parameters and to collect the information of interest from the simulation runs.

In the presented wind farm model, EF is a coupled model that is formed by coupling the WGENR and TRANSD atomic models. Figure 10 shows the atomic models that are part of the EF coupled model and the way they are connected. Recall that the WGENR atomic model is in charge of generating wind speed information for each one of the turbines used in the simulation. This model allows the computation of the wind speed for each WTURBINE atomic model based on its height and location in the wind farm. The TRANSD coupled model collects the information of interest and computes the performance measures specified by the user.

**Overall simulation model.**

The overall wind farm simulation model is depicted in Figure 11. Owing to space
restrictions, the figure shows only one wind turbine. In general, the WF would have several wind turbines coupled to the EF and OPMNT coupled model. Observe that the EF and OPMNT are designed to be separate from WF. This allows for changes in the experimenter’s goals or changes in the O&M policies to be done independently without concern for making changes to the WF coupled model.

4.4. System entity structure

The SES is utilized to plan, generate, and evaluate the design of simulation-based systems. This is a scheme that organizes a set of possible structures of a system. A library of models is generated when all the components abstracted from the real system are implemented. The SES is used to classify these components by their characteristics and to organize them in hierarchical composition. This representation allows the modeler to visualize the system as a whole. The goal of the SES is to synthesize a simulation model by traversing a model hierarchical structure. A SES represents not a single model structure, but a family of structures from which a candidate entity structure can be selected.

Figure 12 shows the SES for the wind farm discrete event simulation. At the top level, the scheme shows the two major coupled models that define the system structure. The Experimental Frame (EF) branch can be decomposed into two branches that are assigned to the Transducer (TRANSD) and Generator (GENR) atomic models. The double line under the GENR branch means specialization. The GENR model can be categorized into a specialized entity called Wind Generator (WGENR). The Wind Farm (WF) branch can be decomposed into three branches: System Evaluation (EVAL), Wind Turbine (WTURBINE), and Operation and Maintenance (OPMNT). The EVAL branch can be decomposed into two
branches, State Evaluation (STEVAL) and Sensor (SENSR). The SENSR model can be categorized into a specialized entity called Smart Sensor (SMSENSR). The WTURBINE and the OPMNT branches are decomposed into the models that are used to form their respective coupled models.

5. Application

The wind farm simulation model was implemented in DEVSJAVA\(^{36}\) which is a Java-based software implementation of the DEVS formalism. The simulation model was verified and tested using DEVSJAVA.
SimView version 1.0.4. This visual interface allows the modeler to inspect the behavior of each atomic and coupled model created in DEVSJAVA. Atomic models were inspected first because they need to perform as expected to achieve the proper functioning of the coupled models. SimView has several convenient functionalities such as allowing the user to control the simulation run (start and stop), simulation fast-forwarding or slow motion, and being able to insert user-defined parameters created for model verification and testing by using the models' input ports. The SimView user interface provides a top menu that allows the user to select the appropriate model and run it with the click of a button. A simulation clock is always displayed on the interface during the simulation run as well as statistics of the active models by simply positioning the mouse cursor on top of the model block. All computational experiments were conducted on a DELL Optiplex GX620 with a Pentium D processor running at 3.0GHz with 3.5GB of RAM.

5.1. Computational experiments design

We applied our simulation model to a 100-unit wind farm located in West Texas. We also assumed that the wind farm operates 24 hours a day for 365 days a year. Several computational experiments were performed to validate the simulation model and gain management insights into the impact of maintenance scheduling policies (SM and CBM) on system performance. Under each maintenance strategy, ten replications for the scheduling time horizon of 20 years were made, considering that the average lifespan of a wind turbine is typically 20 years. The number of replications was set such that the variance of each performance measure was sufficiently small enough to show stable performance among replications. The Monte Carlo method was used to allow for independence among the replications.

Among the several components in a wind turbine, McMillan and Ault10 show that the most critical failures are associated with the gearbox because of high capital cost, long lead time for repairs, difficulty in replacing it, and lengthy downtime compounded by adverse weather conditions. Therefore, we chose the gearbox among several components of a wind turbine to illustrate our simulation model. The proposed simulation model can be extended in the future to include other critical components such as drive train, generator, and the electrical system.

A preliminary validation of the simulation model was achieved by configuring the simulation based on a real setting and using the performance measures presented in Section 3.2.

<table>
<thead>
<tr>
<th>Table 2. GE 1.5 sle turbine specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine specifications</td>
</tr>
<tr>
<td>Cut-in speed</td>
</tr>
<tr>
<td>Rated speed</td>
</tr>
<tr>
<td>Cut-out speed</td>
</tr>
<tr>
<td>Rated power</td>
</tr>
</tbody>
</table>

Wind turbine configuration. We assumed all the wind turbines to be General Electric (GE) sle’s with 1.5 MW rated power with a hub height of 100 m. The parameters corresponding to the specifications of a (GE) 1.5 sle wind turbine are listed in Table 2.

Gearbox degradation. In this study, the transition matrix \( P \), which reflects the degradation behavior of a gearbox, is devised to be consistent with the historical failure frequency of a gearbox. According to Ribrant,35 the failure frequency of a gearbox ranges from 0.05 to 2.29 times per year. Since most wind farm operators perform the SM, we believe that this failure frequency is a result of the SM practice. Based on this understanding, we constructed the following transition matrix \( P \):

\[
\begin{pmatrix}
0.95 & 0.04 & 0.01 & 0.00 \\
0.00 & 0.97 & 0.02 & 0.01 \\
0.00 & 0.00 & 0.94 & 0.06 \\
0.00 & 0.00 & 0.00 & 1.00
\end{pmatrix}
\] (11)

We consider one week as a transition period and therefore \( P \) represents a weekly-based deterioration process.

Weather data. The spatio-temporal model discussed in Section 3.1 was developed using historical wind data from the West Texas Mesonet.37 The West Texas Mesonet is a network of meteorological monitoring instruments, dispersed across West Texas. Based on the wind characteristics at this wind farm location, a value of 0.31 for \( \alpha \) in Equation (9) was used, which is a typical value for suburban areas.29

O&M strategies. We simulated wind farm operations under the two maintenance strategies: SM and CBM. As mentioned in Section 3.1, we assumed that, under SM, maintenance actions are performed twice a year in low windy conditions regardless of the deterioration status of the turbine. Under the CBM strategy, preventive maintenance actions are carried out only when sensors in the condition monitoring equipment produce alarm signals. We assumed that SM as well as preventive maintenance for each turbine takes two days at a cost of €6,360 based on a study by Rademakers et al.2. Under both SM and CBM, corrective maintenance is performed upon an unplanned
failure. In this case, we consider a lead time of six weeks before repairing the turbine. The cost of performing corrective maintenance on a single gearbox was assumed to be €12,720. The number of available repair crews was fixed at five throughout the simulation.

5.2. Simulation results and discussion

The simulation results for the average total power generation and the capacity factor for 20 years under SM and CBM are reported in Table 3. We also report the simulation computational time. The columns of the table show the mean and standard deviation (StDev) for each scheduling strategy. The results show that CBM performs better than SM on both power generation and capacity factor. There is an increase of about 5.85% (703,969 MW) in power generation and an increase of about 5.92% in capacity factor under CBM. Each simulation run took about 1.2 hours due to the large number of wind turbines (100) and the lengthy planning horizon (20 years) used.

Annual power generation for each maintenance policy is reported in Figure 13. The results show that CBM outperforms SM for all the years except year 12, where SM has a slightly higher power output. Also, observe that the amount of power generation decreases annually under SM starting in year 14. This is the time when the wind turbines are near their lifespan and are more prone to failure. The results indicate that there is relatively more corrective maintenance under SM than CBM.

We also report on the ‘accumulated’ capacity factor, that is, the average capacity factor based on the number of years from the start of the simulation. The results are plotted in Figure 14 and show steady capacity factors for both SM and CBM. However, CBM has relatively larger values than SM. This means that, on average, relatively more power is generated under CBM throughout the wind farm operational years. Recall that the capacity factor in actual wind farms is between 0.25 and 0.4, which is typically reported for SM since it is the most widely used maintenance policy in the wind power industry. In our case we obtain slightly higher values for capacity factor. We believe this is due to the fact that we only consider gearbox failures. If we incorporate failures of other wind turbine components such as blades and generator, the capacity factor under SM would fall within the range reported in the literature. Furthermore, the capacity factor under CBM is expected to be higher since CBM outperforms SM.

| Table 3. Simulation results for power generation and capacity factor |
|------------------|------------------|------------------|------------------|
|                  | SM               | CBM              |
|                  | Mean             | StDev            | Mean             | StDev            |
| Generated power (MW) | 12,025,091.98    | 18,851.97        | 12,729,060.05    | 10,488.85        |
| Capacity factor    | 0.422            | 0.001            | 0.447            | 0.001            |
| CPU time (s)       | 5102.67          | 84.23            | 5023.02          | 7.79             |

Figure 13. Annual average power generation.
The rest of the wind farm simulation performance measures are reported in Table 4. The table shows average wind turbine availability, average number of failures per turbine, and average maintenance cost per turbine over the 20-year period. The results show that CBM has about 1.0% higher wind turbine availability over SM. CBM also has about 11.7% less gearbox failures than SM. In terms of average total maintenance cost, SM has a significantly higher cost (about 31.5% higher) than CBM. Recall that under SM preventive maintenance is always performed twice a year on each turbine even when it may not be necessary, thus contributing to the higher maintenance cost. Under CBM preventive maintenance is only performed when necessary based on sensor information. Even though CBM has much lower maintenance costs, one has to also factor in the cost of managing and maintaining the sensors. Since we were unable to find cost figures related to sensor management in the literature, we did not factor in such a cost into the total average maintenance cost. We should point out that availability for onshore wind turbines reported in the literature is about 0.98, which is slightly higher than what we obtained (about 0.90). The low availability we obtained is due to the fact that we used a fixed and relatively long lead time of six weeks for corrective maintenance of unplanned gearbox failures. According to a study by Ribrant, the downtime upon a gearbox failure widely varies from 1 hour to 2,067 hours (almost 12 weeks). So in our simulation we used the mid-range value of six weeks for lead time. However, in practice this time can significantly vary. We should also mention that the average number of failures per turbine in a year under the SM policy, 0.932, falls within the range of actual gearbox failures, which is 0.05–2.29 times per year.

Figure 15 compares the average number of failures per year during the 20-year period. The results show that the average number of failures is always higher for SM. Also, notice that there is a cyclic failure pattern similar to a sinusoid curve in both maintenance policies, which indicate the general Markovian degradation pattern followed by gearbox failures.

Figure 16 depicts the ‘accumulated’ average number of failures at a given time period, that is, the average number of failures from year one up to a given year. The results show that SM has higher average number of failures at each time period. It is interesting to notice that there is an increasing number of failures in the last five years under the SM policy. This can be attributed

![Figure 14. Accumulated average capacity factor.](image)

**Table 4.** System performance measurements over a 20-year period

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>SM</th>
<th></th>
<th>CBM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>StDev</td>
<td>Mean</td>
<td>StDev</td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td>0.898</td>
<td>0.008</td>
<td>0.907</td>
<td>0.006</td>
</tr>
<tr>
<td>Number of failures per wind turbine per year</td>
<td>0.932</td>
<td>0.014</td>
<td>0.823</td>
<td>0.011</td>
</tr>
<tr>
<td>Maintenance cost per wind turbine (€) per year</td>
<td>24,583.31</td>
<td>172.00</td>
<td>16,828.56</td>
<td>137.55</td>
</tr>
</tbody>
</table>
to the fact that we observed more failures than the available maintenance crews could handle towards the end of the wind turbine lifespan. Recall that the number of repair crews was fixed at five throughout the simulation. Therefore, wind turbines that were close to failure during those years had to wait for repair crews to finish preventive maintenance already scheduled for other turbines. The limited maintenance resources thus resulted in long downtime leading to increased revenue losses. In contrast, the accumulated average number of failures under CBM remained steady because the CBM strategy utilized maintenance resources only when repairs were needed to avoid failures. This result indicates that CBM is a beneficial maintenance strategy in wind farms with limited repair resources.

To assess the performance of each individual wind turbine, we plotted the average availability (left axis) and the number of failures (right axis) for each turbine for the 20-year period for SM and CBM in Figures 17 and 18, respectively. The average availability and number of failures for SM are between 0.87 and 0.92 and 15 and 22, respectively. For CBM, the average availability and number of failures are between 0.89 and 0.93 and 13 and 20, respectively. Thus CBM has relatively better values for both availability and number of failures for each turbine. Finally, Figure 19 plots the availability for each turbine for both SM and CBM. As can be seen in the graph, CBM gives higher availability for most of the wind turbines. Also, CBM has lesser variability in average availability among the wind turbines.
Figure 17. Average availability and number of failures per turbine under SM.

Figure 18. Average availability and number of failures per turbine under CBM.

Figure 19. Average availability per turbine under both scheduling algorithms.
6. Conclusion

We have used the discrete event M&S approach to build a generic simulation model for wind farm operations. The study involves the following subtasks: (a) building wind farm DEVS atomic models; (b) coupling the atomic models to create complex coupled models; (c) building the experimental frame to allow for a suite of simulation experiment choices; (d) computer implementation of the models; (e) testing, verification, and validation of the simulation models. The simulation platform represents actual wind farm operations with sufficient details, enabling insight to be gained into the operation of large-scale wind power systems. It provides a tool for wind farm operators to select the most cost-effective O&M strategy. In particular, two maintenance policies are studied, scheduled maintenance (SM) and condition based maintenance (CBM). SM performs preventive repairs regularly and represents the standard practice in the industry, whereas CBM performs preventive repairs based on several sensor output alarm signals. The implementation results demonstrate that CBM provides better benefits than the SM under all the performance measures considered such as capacity factor, availability, number of component failures, and maintenance cost. For example, the failure frequency and the overall O&M costs are considerably reduced by 11.7% and 31.5%, respectively, when CBM is used instead of SM.

This work opens up several future research directions. For example, the current simulation model can be extended to incorporate degradation of multiple wind turbine components such as gearbox, generator, and blades. The current study only considers gearbox maintenance. It would be interesting to study how robust the recommended CBM policy would perform when multiple components are considered. Another direction for future research is to incorporate an optimization model into the simulation model for computing maintenance actions at a given time period. Such an optimization model would consider several critical factors, such as a component’s degradation status, weather, and revenue losses, in making operations and maintenance decisions.

We also believe that the current simulation model can provide a platform for a broad array of potential applications related to wind power systems. For example, the simulation model can be extended to allow for the evaluation of wind farm sites, correlation studies for multiple wind farms, wind power system reliability analysis, and evaluation of generation adequacy of power systems, with minimal changes to the platform. Also, the model can be extended to enable assessment of generation capacity of hybrid models with different power generators such as conventional fuel-fired power, battery and wind energy. Finally, the authors will consider the use of stochastic DEVS to add stochastic state transitions to the critical components such as CMPDEG.
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Appendix A

In this section a mathematical definition of the PWRGEN atomic model is provided. A ‘cut off’ boolean variable is used to notify when the wind speed is within a specified threshold (true) or not (false). Another boolean variable called ‘degradation’ is used to notify when degradation has occurred (true) in the component or not (false). STI is used to denote a short time interval. An entity called msg is used to carry out the output information of the model.

\[ \text{DEVS}_{\text{PWRGEN}} = (X_M, Y_M, S, \delta_{\text{ext}}, \delta_{\text{int}}, \delta_{\text{con}}, \lambda, \tau) \]  \hspace{1cm} (12) \]

where

- \( I_{\text{Ports}} = \{ \text{“turb_on_off”, “wind_in”, “deg_in”, “corr_mnt”, “prev_mnt”, “obsv”, “req_status”} \} \) where \( X_{\text{turb_on_of}} = V_1 \), \( X_{\text{wind_in}} = V_2 \), \( X_{\text{deg_in}} = V_3 \), \( X_{\text{corr_mnt}} = V_4 \), \( X_{\text{prev_mnt}} = V_5 \), \( X_{\text{obsv}} = V_6 \), \( X_{\text{req_status}} = V_7 \) are arbitrary sets;
- \( X_M = \{ (p, v) \mid p \in I_{\text{Ports}}, v \in X_p \} \) is the set of input ports and values;
- \( O_{\text{Ports}} = \{ \text{“pwr_out”, “deg_on_of”, “status_out”} \} \) where \( Y_{\text{pwr_out}} \), \( Y_{\text{deg_on_of}} \), and \( Y_{\text{status_out}} \) are arbitrary sets;
- \( Y_M = \{ (p, v) \mid p \in O_{\text{Ports}}, v \in Y_p \} \) is the set of output ports and values; and
- \( S = \{ \text{“off_normal”, “off_normal_waiting”, “on_normal”, “off_alert”, “off_alert_waiting”, “on_alert”, “off_alarm”, “off_alarm_waiting”, “on_alarm”, “failed”, “report_status_n”, “report_status_t”, “report_status_m”} \} \) \( \mathbb{N}_0 \times V_1 \times V_2 \times V_3 \times V_4 \times V_5 \times V_6 \times V_7 \) is the set of sequential states.

**External transition function:**

\[ \delta_{\text{ext}}((\text{phase}, \sigma), e, (p, v)) = \{ \text{“off_normal”, } \infty \} \text{, if } \]

\[
\begin{cases}
  p = \text{“turb_on_off”} \\
  \text{phase} = \text{“off_alert”} \land p = \text{“prev_mnt”};
\end{cases}
\]

\[
\begin{cases}
  p = \text{“off_alert”} \land p = \text{“prev_mnt”};
\end{cases}
\]

\[
\begin{cases}
  p = \text{“failed”} \land p = \text{“corr_mnt”};
\end{cases}
\]

\[
\begin{cases}
  p = \text{“on_normal”} \land p = \text{“turb_on_off”};
\end{cases}
\]

\[
\begin{cases}
  p = \text{“on_normal”} \land p = \text{“prev_mnt”}.
\end{cases}
\]

\[ = \{ \text{“off_normal_waiting”, } \infty \} \text{, if } \]

\[
\begin{cases}
  p = \text{“off_normal”} \land p = \text{“turb_on_off”} \\
  \text{cut_of } f = \text{false};
\end{cases}
\]

\[
\begin{cases}
  p = \text{“on_normal”} \land p = \text{“wind_in”};
\end{cases}
\]

\[
\begin{cases}
  \text{cut_of } f = \text{false}.
\end{cases}
\]
= ("on_normal", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"off_normal"} \land p = \text{"turb_on_off"} \\
\quad \land \text{cut_of_f = true}; \\
\text{phase} = \text{"off_normal_waiting"} \\
\quad \land p = \text{"wind_in"} \land \text{cut_off = true}.
\end{array} \right. 
\)

= ("off_alert", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"on_alert"} \land p = \text{"turb_on_off"}; \\
\text{phase} = \text{"on_alert"} \land p = \text{"prev_mnt"}. 
\end{array} \right. 
\)

= ("off_alert_waiting", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"off_alert"} \land p = \text{"turb_on_off"} \\
\quad \land \text{cut_of_f = false}; \\
\text{phase} = \text{"on_alert"} \land p = \text{"wind_in"} \\
\quad \land \text{cut_of_f = false}. 
\end{array} \right. 
\)

= ("on_alert", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"off_alert"} \land p = \text{"turb_on_off"} \\
\quad \land \text{cut_of_f = true}; \\
\text{phase} = \text{"off_alert_waiting"} \land p = \text{"wind_in"} \\
\quad \land \text{cut_of_f = true}; \\
\text{phase} = \text{"on_normal"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}. 
\end{array} \right. 
\)

= ("off_alarm", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"on_alert"} \land p = \text{"turb_on_off"}; \\
\text{phase} = \text{"on_alert"} \land p = \text{"prev_mnt"}. 
\end{array} \right. 
\)

= ("off_alarm_waiting", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"off_alarm"} \land p = \text{"turb_on_off"} \\
\quad \land \text{cut_of_f = false}; \\
\text{phase} = \text{"on_alarm"} \land p = \text{"wind_in"} \\
\quad \land \text{cut_of_f = false}. 
\end{array} \right. 
\)

= ("on_alarm", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"off_alarm"} \land p = \text{"turb_on_off"} \\
\quad \land \text{cut_of_f = true}; \\
\text{phase} = \text{"off_alarm_waiting"} \land p = \text{"wind_in"} \\
\quad \land \text{cut_of_f = true}; \\
\text{phase} = \text{"on_alert"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}; \\
\text{phase} = \text{"on_normal"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}. 
\end{array} \right. 
\)

= ("failed", ∞), if \( \left\{ \begin{array}{l}
\text{phase} = \text{"on_normal"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}; \\
\text{phase} = \text{"on_alert"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}; \\
\text{phase} = \text{"on_alarm"} \land p = \text{"deg_in"} \\
\quad \land \text{degradation = true}. 
\end{array} \right. 
\)

= ("report_status_n", \( STI \)), if \{ \text{phase} = \text{"on_normal"} \land p = \text{"req_status"}; 
= ("report_status_t", \( STI \)), if \{ \text{phase} = \text{"on_alert"} \land p = \text{"req_status"}; 
= ("report_status_m", \( STI \)), if \{ \text{phase} = \text{"on_alarm"} \land p = \text{"req_status"}. 
= (\text{phase}, \sigma - e), \text{ otherwise} 
\)

\( \delta_{in}(\text{phase}, \sigma) \)

= ("on_normal", \( STI \)), if \text{phase} = \"report_status_n" 
= ("on_alert", \( STI \)), if \text{phase} = \"report_status_t"
\begin{align*}
= ("on\_alarm", \text{STI}), \text{ if } phase = "report\_status\_m"
\end{align*}

Confluence function:
\[
\delta_{\text{con}}(s, ta(s), x) = \delta_{\text{ext}}(\delta_{\text{int}}(s), 0, x).
\]

Output function:
\[
\lambda(phase, \sigma) = \begin{cases}
(\text{"pwr\_out"}, msg) & \text{if } phase = \text{"off\_normal"}; \\
\text{else} & \text{case}.
\end{cases}
\]

Time advance function:
\[
ta(phase, \sigma) = \sigma
\]

Similarly the CMPDEG atomic model is defined in parallel DEVS. The boolean variable deg is used to denote a change in degradation (true) or no change (false). Another boolean is defined named \text{LTI}, which assumes the value of true when a large time interval is elapsed.

\[
\text{DEVS}_{\text{CMPDEG}} = (X_M, Y_M, S, \xi, \delta_{\text{ext}}, \delta_{\text{int}}, \delta_{\text{con}}, \lambda, ta) \quad (13)
\]

where
\[
\text{IPorts} = \{\text{"wind\_on\_off", "maint\_on\_off", "manual\_on\_off"}, \text{ where } X_{\text{wind\_on\_off}} = V_1, X_{\text{maint\_on\_off}} = V_2, \\
\text{and } X_{\text{manual\_on\_off}} = V_3 \text{ are arbitrary sets;}
\]
\[
X_M = \{(p, v) \mid p \in \text{IPorts}, v \in X_p\} \text{ is the set of input ports and values;}
\]
\[
\text{OPorts} = \{\text{"deg\_out", "status\_out"}, \text{ where } Y_{\text{deg\_out}} \text{ and } Y_{\text{status\_out}} \text{ are arbitrary sets;}
\]
\[
Y_M = \{(p, v) \mid p \in \text{OPorts}, v \in Y_p\} \text{ is the set of output ports and values; and}
\]
\[
S = \{\text{"passive", "active", "passive\_wind", "report\_status", "report\_deg", "passive\_service"} \times \mathbb{R}_0^+ \times V_1 \times V_2 \times V_3 \text{ is the set of sequential states.}
\]

External transition function:
\[
\delta_{\text{ext}}((phase, \sigma, status, deg), e, (p, v)) = \begin{cases}
(\text{"passive"}, \infty, status, deg), \text{ if } & \begin{cases}
p = \text{"manual\_on\_off"}; \\
phase = \text{"active"} \land p = \text{"manual\_on\_off"}; \\
phase = \text{"passive\_service"} \land p = \text{"maint\_on\_off"}.
\end{cases}
\end{cases}
\]

\[
(\text{"active"}, \infty, status, deg), \text{ if } \begin{cases}
phase = \text{"passive"} \land p = \text{"manual\_on\_off"}; \\
phase = \text{"passive\_wind"} \land p = \text{"wind\_on\_off"}.
\end{cases}
\]
\[ \begin{align*}
= ("\text{passive\_wind"}, \infty, \text{status}, \text{deg}), \quad & \text{if } \text{phase} = "\text{active"} \land p = "\text{wind\_on\_off"} \\
= ("\text{passive\_service"}, \infty, \text{status}, \text{deg}), \quad & \text{if } \begin{cases} 
\text{phase} = "\text{active"} \land p = "\text{maint\_on\_off"}; \\
\text{phase} = "\text{passive\_wind"} \land p = "\text{maint\_on\_off"}.
\end{cases} \\
= (\text{phase}, \sigma - \epsilon), \quad & \text{otherwise}.
\end{align*} \]

**Internal transition function:**
\[
\delta_{\text{int}}((\text{phase}, \sigma, \text{status}, \text{deg}), e, (p, v))
\]
\[
= ("\text{report\_status"}, \text{STI}, \text{status}, \text{deg}), \quad & \text{if } \begin{cases} 
\text{phase} = "\text{active"} \land \text{LTI} = true; \\
\text{phase} = "\text{passive\_wind"} \land \text{LTI} = true.
\end{cases} \\
= ("\text{report\_deg"}, \text{STI}, \text{status}, \text{deg}), \quad & \text{if } \begin{cases} 
\text{phase} = "\text{active"} \land \text{deg} = true; \\
\text{phase} = "\text{passive\_wind"} \land \text{deg} = true.
\end{cases} \\
= ("\text{active"}, \infty, \text{status}, \text{deg}), \quad & \text{if } \begin{cases} 
\text{phase} = "\text{report\_status"} \land \text{status} = true; \\
\text{phase} = "\text{report\_deg"} \land \text{status} = true.
\end{cases} \\
= ("\text{passive\_wind"}, \infty, \text{status}, \text{deg}), \quad & \text{if } \begin{cases} 
\text{phase} = "\text{report\_status"} \land \text{status} = false; \\
\text{phase} = "\text{report\_deg"} \land \text{status} = false.
\end{cases}
\]

**Confluence function:**
\[
\delta_{\text{con}}(s, \tau(s), x) = \delta_{\text{ex}}(\delta_{\text{int}}(s), 0, x).
\]

**Output function:**
\[
\lambda(\text{phase}, \sigma, \text{status}, \text{deg})
\]
\[
= ("\text{status\_out"}, \text{msg}) \quad & \text{if } \text{phase} = "\text{report\_status"} \\
= ("\text{deg\_out"}, \text{msg}) \quad & \text{if } \text{phase} = "\text{report\_deg"}
\]

**Time advance function:**
\[
\tau_{\alpha}(\text{phase}, \sigma, \text{status}, \text{deg}) = \sigma
\]